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Synthesizing regular expressions from user-provided examples is a popular research area for programming by
example (PBE) systems. Yet, synthesis from only positive examples remains an unsolved challenge due to a lack
of a clear criterion to select the best solution and an infinite search space. Existing tools [3, 4, 8, 12, 13] avoid
this problem by requiring a wealth of additional information, such as negative examples or natural language
descriptions. Our prior work Regex+ [9] tackled the first challenge by introducing a pragmatic ranking
function, which tripled the accuracy of existing neural and enumerative synthesizers on positive-example-only
benchmarks. This paper builds upon Regex+, by addressing the second challenge of scalability. We introduce
an admissible A* heuristic that relies on the prior ranking function, achieving a 90x decrease in memory usage
and 1.9x speedup on a novel suite of benchmarks collected from a human study.

CCS Concepts: • Software and its engineering → Software notations and tools; • Context specific
languages → Programming by example ; • Theory of computation → Regular languages.

Additional Key Words and Phrases: Program synthesis, Regular expressions, A*

1 INTRODUCTION
Suppose you are a data scientist searching for Brazilian CNPJs (company identification numbers)
in a large document. You quickly identify five initial CNPJs:

60.701.190/0001-04, 33.000.167/0001-01
02.916.265/0001-60, 00.623.904/0001-73

00.000.000/0001-91

But you lack the domain knowledge to write negative examples or natural language descriptions.
Writing regexes is difficult [2], so a possible solution is to input the examples into a synthesis tool.
However, to the best of our knowledge, no existing one-shot regex synthesizer correctly solves this
problem. Enumerative tools [4, 12, 13] require negative examples, while neural tools [3, 4, 8, 12]
need natural language descriptions to perform well.

In prior work [9], we attempted to find a solution by introducing a pragamatic ranking function,
which balanced simplicity and specificity. Our tool Regex+ was able to correctly generalize from
only positive examples but could not scale past only a few inputs. For this specific example, Regex+
reaches memory overload with more than 3 CNPJS.

In this work, we address the scalability shortcomings with new search techniques, which, from
the five inputs, output

\d{2}\.\d{3}\.\d{3}/0001-\d{2},

the correct answer for the CNPJ example in less than a minute, using less than 30MB of RAM.

1.1 Challenges and Solutions
Synthesizing from positive examples has three main challenges, which we will briefly outline below.
Our prior work focuses on the first one, while here, we attempt to address the next two.
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1.1.1 Ranking Function. In contrast to many synthesis problems, where the challenge lies in finding
any program that matches the specification, in this case, solutions are readily found but are mostly
unhelpful to the user. For example, both

.* and (60\.701\.190/0001-04)|(33.000.167/0001-01)

match the first two CNPJ examples, but one is too permissive, and the other is too specific.
In our prior work [9], we introduced a pragmatic ranking function that assumes that users act

as rational speakers and choose examples in order to teach a concept. The idea of pragmatics has
recently been explored in other domains in program synthesis but with different models. [10] Our
pragmatic ranking function assigns each regex specificity and simplicity scores, which respectively
come from the probability the regex generated the inputs and the probability of the regex itself.
For the CNPJ example, our ranking function selects the correct answer.

1.1.2 Search Strategy. Efficiently searching for the best regex presents a second challenge. Enumer-
ative strategies [1, 4, 7] face combinatorial explosion, as the correct answer can be very complex:
for instance, the regex for CNPJ’s has 18 components. On the other hand, although representation-
based search strategies as in BlinkFill or FlashFill [5, 11] and our prior work can make search faster
by tailoring the search space to the particular problem, in our use case the resulting datastructures
grow exponentially and take up too much memory.
Our solution uses A* search guided by our pragmatic ranking function, with a pragmatic ad-

missible heuristic. Notably, our ranking function depends on the inputs and thus does not face
the same issues as enumerative search with constant weights. Our A* search also constructs the
version-space algebra (VSA) datastructure [6] from representation-based search on demand, and so
it reaps the benefits of representation-based search without the associated memory demands.

1.1.3 Benchmarks. Finally, we need benchmarks to evaluate our synthesis tool. To the best of our
knowledge, there does not currently exist a comprehensive benchmark suite for regex synthesis from
positive examples. While prior work has mainly relied on scraping stack overflow [4], the majority
of posts rely on natural language descriptions, thus containing an insufficient number/quality of
positive examples.
To remedy this problem, we introduce a human study framework that gathers examples from

different users for a custom set of regexes. We encode example generation as a game, incentivizing
users to provide helpful examples. We introduce a fictional character Charlie, the recipient of
the examples who is trying to understand the pattern, to cultivate empathy and increase user
investment in the task.

In summary, our work contributes the following:
• An implementation of A* search for regex synthesis
• A pragmatic admissible heuristic for A* search
• A framework for collecting positive examples conveying regexes from real users

2 SEARCH
We first describe the graph on which we perform A*, and then describe our admissible heuristic.

2.1 The Graph
To efficiently represent the search space, we choose a fixed grammar of atomic regex components,
and then limit our search to sequences 𝑟1𝑟2 . . . 𝑟𝑘 of atomic components. This results in a grammar
which is simple enough to enable efficient synthesis while also sophisticated enough to express
useful regular expressions.
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We formulate the synthesis problem as a graph search on the DAG whose nodes are tuples
(𝑖1, . . . , 𝑖𝑁 ) of indices into the given examples, and the edges from (𝑖1, . . . , 𝑖𝑁 ) to ( 𝑗1, . . . , 𝑗𝑁 ) are
atomic components matching the corresponding substrings. An acceptable regex is then a path
from (0, . . . , 0) to ( |𝑒1 |, . . . , |𝑒𝑁 |) in this graph.

In this work our A* search never fully constructs this graph, saving memory. Instead, we compute
edges and nodes as they are explored during the search process.

2.2 The Heuristic
Our pragmatic ranking function assigns each edge in the graph a weight as a sum of a simplicity
score, and a specificity score for each example:

Actual(𝑒1, . . . , 𝑒𝑁 ) = min
𝑅=𝑟1 ...𝑟𝑘

[
Simplicity(𝑅) +

𝑁∑︁
𝑖=1

Specificity(𝑅, 𝑒𝑖 )
]

(1)

Intuitively, the simplicity score rewards simpler regexes while the specificity score rewards regexes
which match the inputs more closely. These scores are derived from probabilities, so that the most
likely regex according to our probabilistic model receives the best score.
As the specificity scores are always nonnegative, (1) may be soundly underapproximated by

considering some subset 𝑆 ⊆ {1, . . . , 𝑁 } of the examples:

Heuristic𝑆 (𝑒1, . . . , 𝑒𝑁 ) = min
𝑅=𝑟1 ...𝑟𝑘

Simplicity(𝑅) +
𝑁∑︁
𝑖=1
𝑖∈𝑆

Specificity(𝑅, 𝑒𝑖 )


≤ Actual(𝑒1, . . . , 𝑒𝑁 ).
For small sizes of 𝑆 , we may efficiently precompute the heuristic using VSAs, and then take

the maximum over any number of choices of 𝑆 . Empirically, we found that |𝑆 | = 2 strikes the
best balance between not using too much memory while still successfully pruning the space and
speeding up the search.

3 RESULTS
Using our human study framework, we collected 373 total responses from 20 users for 19 regexes
taken from the Regel benchmark suite [4] and originally coming from Stack Overflow. We ran
the human study on Prolific 1 and included $12 an hour compensation, with the study on average
taking 30 minutes. The number of provided examples varied from 0 to 13. We chose to remove any
submission that had 0 examples provided. Users were screened for programming experience.

Our results show a 7% relative decrease in total percent failed, and a 5% relative increase in total
correct, as illustrated in Table 1. Further, the average time per problem decreases 1.9x and the
average RAM usage decreases 90x.

Correct Ran out of
RAM (8GB Max)

Ran out of time
(5 minutes max) Total failed

VSA Search 25.46% 15.01% 0% 15.01%
A* Search 26.00% 0% 14.20% 14.20%

Table 1. Performance Comparison

1https://www.prolific.co/

https://www.prolific.co/
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